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Abstract— We are motivated by the fact that multiple rep-
resentations of the environment are required to stand for the
00 changes in appearance with time and for changes that appear
< in a cyclic manner. These changes are, for example, from day
( to night time, and from day to day across seasons. In such
situations, the robot visits the same routes multiple times and
collects different appearances of it. Multiple visual experiences
usually find robotic vision applications like visual localization,
mapping, place recognition, and autonomous navigation. The
novelty in this paper is an algorithm that connects multiple
visual experiences via aligning multiple image sequences. This
— problem is solved by finding the maximum flow in a directed
graph flow-network, whose vertices represent the matches
" 'between frames in the test and reference sequences. Edges of
> the graph represent the cost of these matches. The problem of
finding the best match is reduced to finding the minimum-cut
3 surface, which is solved as a maximum flow network problem.
Application to visual localization is considered in this paper to
L—ishow the effectiveness of the proposed multiple image sequence
alignment method, without loosing its generality.
Experimental evaluations show that the precision of sequence
matching is improved by considering multiple visual sequences
for the same route, and that the method performs favorably
against state-of-the-art single representation methods like Se-
qSLAM and ABLE-M.

I. INTRODUCTION

Visual localization and mapping in outdoor urban envi-
ronments is challenging and still an open problem [1], [2].
The appearance of our environment may change due to
several reasons like perceptual aliasing, dynamic elements in
the environment, and object and camera occlusion. Indeed,
our observations may change drastically in appearance from
day to night or summer to winter for example. In addition
to changing appearance in time, places may change in a
cyclic manner [3]. Therefore, it is important to hold mul-
tiple representations rather than a single description. These
representations are stored in the form of visual experiences,
i.e. visual odometry and features information [4], [5], [6],
[7] or more commonly a sequence of images [8], [9], [10],
[11].

Several works in the literature have discussed the need
for multiple representations and life-long visual localiza-
tion [12], [4], [13], [14], [15]. Churchill and Newman
proposed in [4] to store a new visual experience whenever
the localizer is not able to localize the current stream with
one of the previously available experiences. Ranganathan
et al. has pointed in [16] that for good visual localization
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Fig. 1. Connecting new visual experience (test image sequence) to multiple
previous visual experiences (reference sequences.) Dashed line segments
connect a frame from the new visual experience to its corresponding best
match from each previous visual experience. Frames that correspond to best
global match are represented with bold outlines.

over night and day time, around three or four images are
required for every place. However, storing multiple visual
experiences of a certain place/route brings another challenge.
This challenge is the difficulty in localizing the robot across
these different experiences. This problem can be solved by
connecting these multiple experiences. A visual experience is
usually represented by a graph that contains a set of nodes
each of which represents a location and a set of directed
edges that connect them in order. It was suggested in [4] to
connect nodes from different experiences and represent the
same location by an edge from one experience to another.

Connecting experiences allows us to fully exploit the
given sequences, this reduces the need for more new expe-
riences. In addition, it allows sharing the same information
like geometric transformations or the GPS annotation. The
connectivity of the stored experiences was proposed in [4],
[9], where two main types of connection discoveries were
presented. One is the live discovery which happens when
a localizer matches the curent stream to more than one
visual experiences at the same time. This is used as an
indication that the current node in both experiences repre-
sents the same place. The second is a GPS-based discovery
in which GPS tags are recorded in synchronization with
recording the visual experiences. These GPS readings of
newly recorded experience are used to connect its nodes
to previous experiences. This method however, is subject to



errors in GPS readings and in the frame/node annotation.
Appearance based visual localization methods [8], [17],
[18] connect nodes from different experiences to each other
based on similarity in visual appearance. The work presented
in [19] exploits combination of appearance similarity and
GPS priors about the environment. All these appearance
based methods formulate the connectivity discovery as a
sequence to sequence matching without any consideration for
the multiple representation requirements of the environment.

In this paper, we address the problem of connecting visual
experiences using a multiple image sequences matching
framework. We assume that several representations of the en-
vironment are available in the form of visual experiences, i.e.
a set of image sequences or a sequence of extracted features
without loosing generality. The proposed method aligns a
test sequence of frames to multiple reference sequences. The
problem can be handled as alignment of multiple reference
sequences as well, but the former formulation is selected to
be compatible with the context of visual localization as in [4],
[18], [8], [10] , i.e. our selected application. For example,
the visual experiences are recorded sequentially in [4], [18].
Every time a new visual experience is recorded for the
same place, it is applied as input to the alignment algorithm
to connect it with the previously available experiences. In
the initial situation when only one previous experience is
available, the matching is done as one sequence to one
sequence.

The contribution of this paper is summarized in Fig. 1. It
depicts an algorithm that connects new visual experience to
previous visual experiences. As shown in Fig. 1, the proposed
algorithm maps each frame in the test sequence to one frame
from each of the reference sequences. A matching graph
network is built in which every vertex (or node) represents a
possible match between a given test frame and a frame from
one of the reference sequences. The graph is considered a
maximum flow network with source and sink vertices added
to the graph. The best possible match is determined by
optimizing the flow via the network between the source and
sink vertices. The maximum flow is represented by a min-cut
surface that separates the source and sink. This surface, in
fact, is the surface of best matches between each frame from
the test sequence and each of the reference sequences.

The remaining of the paper is organized as follows.
Section II reviews the most related and recent works on vi-
sual localization using multiple experiences, image sequence
alignment for visual localisation, and works that utilise
network flow for image matching. Section III introduces the
problem of alignment of two image sequences, and then
it shows the generalization of the problem to alignment
of multiple sequences. After that, multiple image sequence
alignment is presented as maximum-flow network problem
in Section IV. Section V presents experimental evaluations
of the proposed multiple image sequence alignment method
with application to visual localization problem.

II. RELATED WORK

Using multiple visual representations and experiences of
the same environment are now common in the literature.
These are similar to using video sequences for ground
vehicle. Learning and probabilistic methods for visual lo-
calization [20], [21], [22], [23], [24], [5], [10] presents a
framework to learn the feature observability and a priori
models, then uses them to predict the location of the system.
For example, FabMap localization algorithm [20], [21] treats
the multiple sequences as a loop closure problem. Life-long
robotic mapping by learning the temporal co-observability
between different places is presented in [22]. The learning
processes use video sequences recorded over long period
of time for selected place locations. A summary map is
proposed in [5] as a solution for mapping from multiple
image sequences problem, in which scoring functions are
used, similarly to [10], [25], to update the map after every
arrival of new experience. Multiple visual representations are
also considered in [23]. Here, a probabilistic cost map is
created in a self-supervised manner using a Gaussian process.

Visual localization in crowded environment from multiple
experiences was proposed in [10], [25] and generative meth-
ods for long-term place recognition was proposed in [24].
These works address the case where the vehicle frequently
visits the same environment, updating its a priori knowledge
after each visit. The aim was to learn useful and visually
stable features that are static in the environment. As further
training image sequences are obtained for each place, the
feature descriptions are updated over time in such a way
that the model filters the dynamic effects in the scene. Long-
term localization is achieved based on visual experience as
presented in [4], [9]. The visual experiences here are stored
as a series of visual odometry data attached to a sequence
of visual images. The experiences are connected to each
other via GPS priors or geometric consistency among image
frames. However, there is no systematic method proposed
in these papers for establishing such connections between
inter-experiences frames.

Several recent works formulate the problem as image
sequence matching [8], [26], [17] and [19], [27], [18].
In these works, a test image sequence is matched against
previously visited (learnt) reference sequence. SeqSLAM [8]
is a pioneering work in this category. It searches for all
possible matches in the complete reference sequence in a
sequence to sequence alignment framework. A cost matrix
C is established in which a path that has minimum cost is
found to represent the best matches.

In the above methods, there is no explicit frame to frame
alignment for the multiple image sequences available to
the system. This alignment may help for finding direct
connections between places that show different appearances
in different sequences, like the ones required between inter-
experiences in [4], [9]. In contrast, we approach the problem
of connecting visual experiences for localization purpose
as a multiple image sequences alignment, where the test
or current sequence is aligned with all previously available



reference sequences.

In the context of visual localization via sequence-to-
sequence matching using flow network, we find those which
are published in [28], [19], [18] most relevant. They address
localization by achieving image sequence matching problem
solved as minimum cost path in 2D flow network. Flow-
nets are directed graphs in which a flow traverses from
a source node to a sink node. Each of the other nodes
represent a match between test and reference frames in the
cost matrix. The maximum flow represents a minimal cost
path in the cost matrix, which is the best frame-to-frame
test and reference sequences matching. To allow creation
of path even in case there are no matches, hidden nodes
are proposed. This is the situation where different velocity
profiles need to be considered. In contrast, we propose to
use the flow network to achieve multiple image sequence
matching. Our formulation is to find a maximum flow network
or the min-cut surface in a 3D flow network. The proposed
formulation and how it is different from the 2D cited above
are presented in the next two sections. It is worth to note here
that the framework proposed in [18] aims at achieving visual
localization while our proposal aims at connecting visual
experiences via alignment of image sequences, which in turn
facilitates the localization process later. This is why we’ve
selected our experiments in the context of visual localization.

III. IMAGE SEQUENCE ALIGNMENT
A. Features and matching criterion

Matching images of the same place across seasons and
under pose changes is a challenging task. The appearance of
the same place is likely to change substantially with course
of time, be it across seasons, months, days or sometimes even
hours. Such changes have a large impact on the performance
of the matching process. For example, during a snowy winter
day, the landscape is covered by snow and the scene is
poorly illuminated, yielding few texture and low contrast.
Image matching methods that make use of keypoint-based
feature detectors to compute region descriptors [29] are likely
to detect only a small number of keypoints in such cases.
The proposed alignment framework can be used with any
of the recent discriminating features like SIFT [30], [31],
BRIEF [32], sequence of binary features [27], HOG [33],
or deep CNN features [12]. Histogram of Oriented Gradients
(HOG) features are proved to be hardly discriminating over
temporal environment changes. It is widely common in the
recent literature now that HOG features outperform tradi-
tional features like SIFT, SURF and Harris in different as-
pects, particularly time complexity and discriminability [34],
[35], [36], [37].

We make use of HOG descriptors in our experiments
and then compare with CNN features extracted from deep
residual networks [38] as well. This comparison shows
the applicability of the proposed method to other kinds of
features. We use HOG as proposed in [33]. We use grid
cells of 30 x 30 pixels for a 960 x 540 image I. The 50
bin histograms of gradients calculated from each of the cells
are concatenated in 1D feature vector to form the image
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Fig. 2. A test image sequence is matched to a reference sequence for

visual localization. In (a), matching matrix C' and the path of best matches
(x4,:) as blue circles are shown. In (b), the best matches are represented
using the couple (z;, k), without direct appearance of reference sequence.
The value of k lies within the range 2kmaz.

feature descriptor A; of the image I. The matching cost
between a frame z; from the test sequence and frame y;
from the reference sequence is calculated using the cosine
function between the vectors that represent their respective
HOG feature descriptors A, and A,.. This cost is given
by

Afj Ay

cost(u) =1 —cos(Ay;, Ay,) =1 — "t
Y Az, ||Ay,

)

where u is the possible match between the two frames z; and
yi. A better match would have a lower cost. The cost selected
in this way is proportional to the angle between the the two
feature vectors, which is more important than the magnitude.
The magnitude in HOG features represents the frequency
of a specific orientation of the gradient. Since changes in
lightning and appearance may affect the magnitude more
than the orientation, we care about the direction of the
feature vectors instead of the magnitude. This is achieved
by using the cosine cost function instead of, for example,
the Euclidean one.

B. Two sequence matching

The possible best matches between the two sequences
form a path in the matching matrix C [8], [28], [19], as
shown in Fig. 2(a). Every frame x; from the test sequence
matches a frame y; from the reference frame. It is easy
to represent the match (z;,y;) in the matching path as
(xj,x; + k), where k = y; — x; is the index shift between
the test frame and the matched reference frame. This shift
is due to differences in velocity profiles. The value of k lies
in the range [—kmaz, +Emaz), Where Kpq is the maximum
possible shift between two matched frames, one from the test
and another from reference sequence as shown in Fig. 2(a).
We assume in this work that the value of k,,,, is predictable,
while leaving the investigation on a method that estimate it
for future work. It can be selected in the worst to half the
length of the shortest reference sequence.

The matching matrix between test sequence x; and ref-
erence sequence y; can be modified into the equivalent
compact formulation in Fig. 2(b), where only the test se-
quence appears directly. In that case, each potential match
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Fig. 3. Matching across multiple reference sequences. The 2D representa-
tions (z;, k) of matching a test sequence with several reference sequences
are concatenated in layers so that test sequence is matched with all reference
sequences.

for a particular test image lies in the range [—kmaz, +5max]
around it, and is represented in the form (xj, k). Here, z;
represents a frame from the test sequence, and k represents
the index shift.

C. Complete matching over multiple sequences

The 2D network representation (xz;,k) aligns one test
sequence with one reference sequence of frames. This rep-
resentation can be extended to align one test sequence with
multiple reference sequences for visual localization.

This extension is depicted in Fig. 3, where all the matching
reference sequences are lined up together, resulting in the
formation of a 3D network. All matching paths, each of
which defines the matching of test sequence with one of the
reference sequences, are now assembled to form a matching
surface. This surface contains local matches for every frame
from the test sequence with a frame from each of the
reference sequences. One thing to note here is that this 3D
network is 4-connect since matching with each reference se-
quence is done independently. In the next section, we present
an algorithm that finds the matching surface, along with a
global best match, by transforming the network into a 6-
connect 3D network, which takes in consideration the spatial
relationship between reference sequences as well. Traditional
sequence matching methods like Dynamic Programming and
Hidden Markov Models used in [39], [17] are not suitable to
this matching scheme. We propose to solve the problem as a
Maximum-Flow problem [40] in 6-connect 3D network with
k as the third dimension as explained in the next section.

IV. MAX-FLOW NETWORK FOR MULTIPLE IMAGE
SEQUENCE ALIGNMENT

We show in this section how connecting visual experiences
can be achieved with respect to an environment represented
by multiple reference image sequences. The problem is
formulated as alignment of a sequence of test frames {z,}
to a set of reference sequences Y;, where ¢ = 1,--- /N,
where N is the number of reference sequences. A frame
yi,; 1s the jth frame in the sequence Y;. The number of
frames in the sequence Y; is m; and the number of frames

in {x;} is m. We assume that all sequences are recorded
by a camera mounted on a moving vehicle or robot, and
locations are visited sequentially. The vehicle traverses the
same route multiple times. Every run is represented by a
reference sequence of images Y;. Of course, the robot or
vehicle moves with different speeds and may stop several
times at different places like traffic lights. However, we
assume that matches between different sequences can be
found within the range [—kmaz, +Emax]-

We propose to use 3D flow network (directed graph
G = (V,E)) to find the matching surface by solving
a maximum flow network problem, see Fig. 4(a). Matching
surface contains a best matching frame from each of the
reference sequences that corresponds to every test frame x;
from the test sequence. The architecture of the directed graph
is explained in the following subsections. It is also shown
that the matching surface is nothing but the min-cut surface
of the graph G = (V, E), which results from cutting the
saturated edges when a maximum quantity of flow F' is
running through the network. It can be also considered as
the problem of finding the min-cut of the graph G, which is
represented by the set of saturated edges that have minimal
capacities.

A. Nodes

Let us define a 3D mesh formed by directed graph
G = (V,E). The set of vertices V is defined as

V - {Sa (iajv k)at}v

where s and ¢ are called the source and sink vertices
respectively. Here j € [1,--- ,ml],i € [1,--- ,N],k €
[—Emazs " » kmaz), and m is the maximum sequence’s
length.

The architecture of the directed graph is represented in
Fig. 4(a). The vertex (i, j, k) represents a match between the
jth frame from the test sequence and the (j + k)th frame
from the ith training sequence. Note that 4,7 € Nand k €
Z, where Nand 7 represent natural numbers and integers
respectively. Indeed, the distance between any two neighbor
vertices is || u—v ||= 1 when they are next to each other from
the same sequence or two frames from different consecutive
sequences with the same order. The problem now is to find
the maximum quantity of flow F' from source vertex s to sink
vertex ¢t. This maximum depends mainly on the capacities of
the edges E which are presented in the next subsection.

B. Edges

All nodes except the nodes on the boundaries in the graph
G = (V,E) are 6-connected, with three edges originating
from the node and three ending on it. The 6-connected
architecture of the different edges around one example node
is shown in Fig. 4(b). The set of edges (u,v) that inter-
connect the mesh {(4, j, k)} includes the following edges

((2,4, k), (@4, k + 1)),
((4,5,k), (4,5 + 1, k), 2
((,4,k), (i + 1,5, k).

(u’ U) =



Test
Sequence (j)

—_—>
Reference Sequences (i)

Flow direction : s >t

(a)

A

t
(i,j+1,k) node
(i,j,k) node
(i,j,k+1) node
Min-cut surface  (i-1k) node O (i+1).K) node
(i,j,k-1) node o)
(i,j-1,k) node

6-connected

(b)

Fig. 4. Matching across multiple reference sequences as a maximum flow problem. The architecture of the 3D flow network and the min-cut surface is
shown in (a). Here, j is the index of the test frames and and 7 is the index of the reference sequences. In (b), the 6-connected edge structure for a selected
node example A is depicted. The flow direction is from s to ¢ incrementally along the direction of k.

These edges describe the spatial relationship between
adjacent frames along adjacent sequences as well. They
connect adjacent nodes as can be seen in Fig 4(b).

The edge ((i,7,k), (4,7, k 4+ 1)) is aligned with the direc-
tion of flow. It represents the closeness of the match of the
jth frame from test sequence with the (j + k)th frame and
(j 4+ (k + 1))th frame from ith training sequence. It checks
for sequential nature of both the same reference sequence
and the test frame. We call it here onward the shift edge. Its
capacity is denoted by cgp, (u, v).

The edge ((4,4,k), (4,5 + 1,k)) is perpendicular to the
direction of flow in general. It represents the closeness of
the match of the jth frame from test sequence with the
(j + k)th frame from ith reference sequence. It also presents
the closeness of the (j + 1)th frame from test sequence and
((j + 1) + k)th frame from :th training sequence. It checks
for sequential nature within the same training sequence with
different test frames. The edge ((4,7,%k),( + 1,5,k)) is
also perpendicular to the direction of flow in general. It
represents the closeness of the match of the jth frame from
test sequence and the (j + k)th frame from ith training
sequence as well as the (¢+ 1)th training sequence. It checks
for sequential nature for same test frame within different
training sequences. This edge is a reflection of our basic
assumption that there is some degree of synchronization
among the different training sequences. The last two kinds of
edges are called occlusion edges. Their capacity is denoted
by coc(u,v).

In addition to the three types of edges mentioned above,
we have the following two kinds of edges:

w.v) = (Sa (iaja 7kmam))7
o) {((z‘,jykmm,t) ®

These edges connect the mesh {(, j, k)} to the source s and
the sink ¢ respectively.

C. Edge’s capacity

Every edge of E is associated with a capacity value that
limits the flow through it. The capacity of edge c(u,v)
between any vertices v and v is directly proportional to the
cost of matching them. The less matching cost results with
less edge capacity. Edges with lower capacities are more
likely to be saturated by the maximum flow. Inversely, edges
with higher capacities are unlikely to be saturated.

Since every vertex in the graph is a possible match, the
edge capacity is computed from the matching costs of the
two vertices connected by the edge. The capacity of shift
edges can be calculated, for example, as follows:

cost(u) + cost(v)
5 .
where cost(u) is the cost of the match that corresponds to
the node u in Eq. (1). For example, if u = (i,j, k), then
cost(u) is the cost of matching the jth frame from the test
sequence to the frame j + k from the training sequence 4.
The capacity of occlusion edge is given as

“)

csn(u,v) =

Coc(Uy, ) = 0. csp(u,v) where (0 < n < o00), 5)

where 7 is a smoothing parameter that affects the structure of
the min-cut surface. In our experiments we found 1 = 0.01
to work well in practice. The capacity of source and sink
edges are given as c(s,v) = c(u,t) = oo since they are
assumed to allow maximum flow.

D. From the maximum flow to best match surface

Recalling that the problem is defined as to find the
maximum quantity of flow F' from source vertex s to sink
vertex t, which depends mainly on the capacities of the
edges E. Edges with lower capacities are more likely to be
saturated by the maximum flow. Inversely, edges with higher
capacities are unlikely to be saturated. In other words, it is
the problem of finding the min-cut of the graph G, or the
set of saturated edges that have minimal capacities.



Considering that the flow F' is a function of the capacities
of edges F, we can write

F(c(E)) = F(c(u,v)), (6)
then, the maximum flow is defined as
F = max F(c(u,v)), ™)

which is solved by finding the set of saturated edges (v, v’)
using the Goldberg algorithm. Reader is referred to [40],
[41] for more details on the implementation of the Goldberg
algorithm. It is worth noting that the capacity derived in
Eq.(4), which is the average of the matching cost of the two
nodes, is reported in the literature to be a formula that works
well in solving matching problems [42].

Once a maximum flow is found through the graph G =
(V, E), it results in saturation of edges with lower capacities.
These edges are represented by the min-cut C, which is
formed in such a way so as to minimize the sum of these
edge capacities. This cut therefore presents the optimal way
of separating the source and the sink for the particular
cost function. It gives, in turn, the surface representing best
matches, see Fig. 4(a), from each of the reference sequences
for a given frame in the test sequence.

Moreover, it can be proved that for every (i, j) couple in
the graph G = (V, E), there exists at least one k such that the
edge (i,7,k)— (4,4, k+1) is a part of cut C [42]. In case we
also get edges (i,7,k) — (4,5 +1,k) or (i,7,k) — (i+1,5,k)
to be a part of cut C, we take the vertex (,j, k) with the
lowest value of cost(u) that satisfies the above condition, to
be a best match for the jth frame in the test sequence from
the ith reference sequence. Similarly, we get a best match
from each of the reference sequences, thus creating a best
match surface. This gives us a total of N frames representing
best local matches from different reference sequences, for
each frame in the test sequence. These frames generally
correspond to the same physical place in the world, and thus
have more or less similar values of cost(u). But still, to
get the best global match out of these /N frames and reject
any possible outliers, the frame having minimum value of
cost(u) is chosen.

There are many algorithms which can be used to solve
the maximum-flow problem [43]. For the work presented in
this paper, we used the Goldberg algorithm, which uses the
generic method known as preflow — push [40], [41]. It has
a time complexity of O(D*V/E) where D and E are the
number of nodes and edges respectively.

V. EXPERIMENTAL RESULTS

The experimental evaluation aims at supporting the pro-
posed method for connecting visual experiences. The con-
ducted experiments: (a) analyze the effect of the displace-
ment parameter k,q., (b) show how the matching perfor-
mance is improved when matching is done with respect
to multiple image sequences, and finally (c) show the a
comparison of our algorithm to the state-of-the-art image
sequence matching methods, i.e. SeqSLAM [8] and ABLE-
M [27]. Several datasets are used in our evaluation, three
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Fig. 5. An example of a difficult situation for place recognition in the
IIIT-H dataset due to sunlight condition.

publicly available data sets and one of them is recorded in
II'T-H Campus.

A. Data sets, ground truth, and evaluation

The datasets chosen allow us to test our proposal on
the image sequences of places which are visibly different
at different times. St. Lucia [44] and IIIT-H dataset [45]
show changes along the day, Garden Point Walking dataset'
exposes changes along the day and night with pose change,
right and left angle of view, and the Nordland dataset [26]
shows changes along the seasons. Each dataset has its own
set of challenges and has been used to present the various
features of the algorithm.

While the IIIT-H dataset has its various sequences varying
in sync a lot, the Nordland dataset has completely synced
sequences. This factor plays an important role in choosing a
suitable value of displacement parameter k,,,,, as will be
seen in Section V-B. These two datasets have been used
to show the effect of the k., parameter. Garden Point
Walking dataset, with its challenging conditions due to pose
variance and extreme lighting conditions, has been used
to compare the matching performance with SeqSLAM [8].
Finally, St. Lucia dataset, which contains video sequences
recorded under varying illumination and shadow effects, has
been used to further corroborate the advantage of using
multiple sequences for life-long visual localization.

Our algorithm is mainly evaluated based on precision-
recall curves obtained after getting a best match frame
amongst all the training sequences for each test frame. We
calculate precision as 7717 and recall as 7t A
threshold ¢ is used to separate positive matches from negative
matches based on the cost(u) value of the match u between
the test frame and the best frame found from the reference
sequences.

ositive
match = ¢ ” o
negative,

if cost(u) <t
otherwise

®)

A positive match is considered as a T'P if the match found
and the match provided by the ground truth differ up to a
certain limit. This has been specified for different datasets.
If an image pair is not within the specified range, it is
considered as an F'P. All undetected matches are considered
FN.

Thttps://wiki.qut.edu.au/display/cyphy/
Day+and+Night+with+Lateral+Pose+Change+Datasets



TABLE I
COMPARISON OF OUR ALGORITHM FOR DIFFERENT VALUES
OF Emaqz USING IIIT-H DATASET

Threshold Mean Percentage Variance
Distance Error 8 kmaz
Error (m)
(m) (m)
7 63.8
10 9.4858 39.7 23.1984 40
15 11.7
7 57.7
10 8.6064 34.1 17.2743 70
15 5.6
7 56.4
10 7.8319 26.8 13.2422 100
15 1.7

B. Influence of the ko, parameter

One of the parameters that controls the behavior of our
algorithm is k4., Which is presumably the most influential
one. It controls the temporal length of the image sequences
that are considered for matching. This parameter is highly de-
pendent on the synchronization between different sequences
of the dataset. For a dataset where the different runs vary a lot
in sync, a higher value of k,,,, will produce better matches
than lower values, which could miss essential matches. To
demonstrate this, we perform extensive experiments on the
IIIT-H Campus dataset. This dataset contains several video
sequences of the same route where illumination changes and
shadow effect make it challenging for matching, as shown
in Fig 5. The route has been traversed multiple times during
the day. For the experiments, we down-sampled the dataset
to 10fps and took the first 1000 frames for testing.

The performance of the algorithm for different values of
kmaz can be seen in Table 1. The first three runs were used
for training and the fourth run was used for testing. We
can see how increasing value of k,,,, parameter improves
the results in terms of mean GPS error and variance. This
happens because the frames of different runs from this
dataset are not in sync and increasing the value of k,,qz
allows for a better match to be found. This however, happens
at the cost of efficiency since increasing the value of k4,
increases the number of nodes in the flow network. Mean
error and percentage error are computed as in [10]. The
mean error is calculated with respect to noisy GPS readings
and is not related to the TP threshold. Threshold distance
for T'P affects only the percentage error, which denotes the
percentage of test sequence frames having GPS error greater
than the threshold distance.

On the other hand, for a frame-accurate dataset, a low
value of k4, would be preferred, as higher values would
tend towards finding a global match. This can be further
corroborated by experiments run on the Nordland dataset.
The Nordland dataset is ~3000 km in length and is a very
challenging dataset in terms of life-long visual localization
evaluation. It contains four sequences of a train ride that
vary a lot mainly due to seasonal changes of appearance,
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Fig. 6. Two examples from the Nordland dataset representing difficult
situation for place recognition due to weather condition and lack of
appearance shown in (a). In (b), performance comparison of our algorithm
using precision recall curves between the Nordland sequences corresponding
to two seasons, for different values of kmaz.

L L L
0 01 02 03

besides other problematic aspects, as depicted in Fig 6(a).
For the experiments, the dataset was down-sampled to 1fps
and the first 1200 frames were used for testing. A match was
considered to be a T'P if the positive match and the ground
truth differed by up to one image within the sequence, as
mentioned in [26].

For the IIIT-H Campus dataset, we showed the positive
effect of increasing k., by showing comparative results
for different values of it. We now present results on the
Nordland dataset, whose frames are in complete sync. As
depicted in Fig. 6(b), it can be clearly seen that in this
case, decreasing the value of k,,,, actually increases the
performance of the algorithm. The increase in precision at
100% recall is approximately 10% and 22% for the first and
second decrement respectively.

C. Effect of multiple representations

It is often challenging to detect matches from a single
reference sequence, especially when considering the case of
life-long visual localization where environment conditions
are drastically changing and the image sequences aren’t
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Fig. 7. An example from the St. Lucia dataset representing difficult
situation for place recognition due to shadow and illumination effects at
different times of the day is shown in (a). In (b), performance comparison
of our algorithm using precision recall curves between the sequences of St.
Lucia dataset for different number of training sequences. Threshold value
of T'P is 15 metres.

always viewpoint invariant. The lack of sync between the test
and the reference sequence, which can be caused by stops
made or speed of robot or vehicle, also produces difficulties
in matching, This subsection shows how our algorithm
efficiently exploits multiple image sequences for finding a
best match, and how it is better than considering only a single
reference sequence. The famous St. Lucia dataset is used for
this purpose. It contains ten video sequences recorded in the
year 2009 over a route where shadowing effects and varied
illumination changes take place when traversed at different
times of the day, as shown in Fig 7(a). We use six of those ten
sequences for our experiments and label them A, B, C, D, E,
and F. They were recorded at different dates and times [44].
For the experiments, first 7200 frames holding every 8th
frame were used for testing. A match was considered to be
a T'P if the distance between GPS coordinates of a positive
match and the ground truth differed by up to 15 metres. Value
of kinae = 50 was used.

We show the advantage of using multiple reference se-
quences for matching through a performance comparison
using P-R curves in Fig 7(b). Here sequence A is used for
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Fig. 8. Ground truth plot for the St. Lucia dataset using our algorithm.
The black circles and red cross represent true (TP) and false positives (FP)
respectively. Blue dots represent false negatives (FN).

testing against different combinations of reference sequences.
When you compare the blue and the red curves, which
represent matching results against one and two reference
sequences respectively, the improvement in precision is ap-
proximately 15% at 100% recall. This is because due to
several challenges such as appearance, vehicle speed and
sync, not every frame in A is able to find a suitable match in
B. But when C is added as a reference to the flow network,
it serves as a source of “extra information” and provides
A with an alternative for finding a suitable match in areas
where B becomes challenging. When we further add D,E,F
as references, we get further improvement in precision, but
not as much as in the previous case. This also makes sense
practically, since this “extra information” will get saturated
eventually.

To further corroborate the above claim, we show an
example of the result produced by our algorithm in Fig. 9
for the case where sequence A was used for testing and
the rest were used as references. This example shows that
even if some of the reference sequences are challenging
in appearance, sync, and vehicle speed, which result in
bad matches from sequences like B and D, a good match
can be found from other references, like C, E and F,
without increasing the complexity of the algorithm. This
shows how multiple reference sequences help in overcoming
each others’challenges for matching. The performance of the
algorithm is also visualized in Fig. 8 using ground truth plot
for St. Lucia dataset at 70% recall for the case where all
reference sequences were used for matching.

D. Comparison with SeqSLAM and ABLE-M

We now present results comparing the performance of
our algorithm with SeqSLAM [8] and ABLE-M [27] on
the Garden Point Walking dataset. This dataset contains
three sequences of a single route through the Gardens
Point Campus, Queenlands University of Technology. It is
a challenging dataset given the day and night nature of
the sequences, along with pose changes, as depicted in
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An example of multiple sequences matching across six sequences of the St. Lucia dataset. Best local match form each reference sequence has

been shown, along with value of the corresponding displacement parameter k. Match from reference sequence E represents global best match.

Fig. 10. Examples from the Garden Point Walking dataset representing
difficult situations for place recognition. The images represent pose variance
as well as day and night difference at the same place

Fig 10. For comparison purpose, we have used the source
codes provided by OpenSeqSLAM [26] for the evaluation of
SeqSLAM, and OpenABLE [14] for the evaluation of ABLE-
M. We use their standard configurations, with sequence
length parameter as 10 and 20 for both SeqSLAM and
ABLE-M respectively, along with illumination invariance for
ABLE-M. This subsection presents results corresponding to
different scenarios, that are a combination of varied test and
training sequences, details of which can be found in Fig. 11.
A match was considered to be a T'P if the positive match
and the ground truth differed by up to three images within
the sequence. Value of k., = 5 is used.

As can be gleaned from the curves in Figs. 11(a, b, c¢), our
algorithm outperforms SeqSLAM in all scenarios with recall
value greater than 20%. We also note here that our method is
not able to perform better than ABLE-M in Fig. 11(a). This is
primarily due to the kind of features used for matching, and
we later show in Section V-E how using better features helps
us perform favorably against ABLE-M for this setting. That
being said, our method significantly outperforms ABLE-M
in Figs. 11(b,c) in which lighting condition change from day
to night. Since we consider multiple reference sequences
for finding a best match, we get multiple match cases for
consideration. So, even if a suitable match is not found
from one of the sequences due to high pose variance and/or
lighting condition change, there is always the possibility of
finding a match from another sequence which might not
have such issues. SeqSLAM and ABLE-M consider only one
reference sequence at a time and so cannot take advantage
of this fact. Their poor performance is especially evident in
the case of Day-left vs Night-right in Fig. 11(c), where both
viewpoint as well as lighting conditions are different. Our
algorithm in this particular case performs far better because
it is able to exploit information and pick the best out of both
the reference sequences.

We also show an example of the results produced by our
algorithm in Fig 12, where Day-left sequence was used for

Fig. 11. Precision-recall curves comparing the performance of our
algorithm with SeqSLAM and ABLE-M using different combination of
training and test sequences of Garden Point Walking dataset.

testing and rest for reference purposes, along with the output
from SeqSLAM and ABLE-M. Due to pose variance and
lighting change, a good match could not be found in the
sequence Night-right. But since we also considered sequence
Day-right for matching, which does not have such problem,
a more suitable match was found for the same frame in the
test sequence. SeqSLAM and ABLE-M on the other hand
did not have such an option, and had to settle for a poor
match as shown.

E. Discussion

We discuss in this section some aspects of the proposed al-
gorithm and the assumptions of the experimental evaluation.
The major assumption in our algorithm is that the search
for a match with the jth test frame is limited in the range
[—kmaz, +Emaz]. In other words, all reference sequences are
assumed to be recorded using similar speed profiles. This
assumption however, is not a prerequisite for the working of
our algorithm, since highly unsynchronised data can be dealt
with by sampling and increasing the value of k,,,,, as shown
in Section V-B. In case there is no priori information about
the value of k4., it can be selected equal to the half the
length of the shortest reference sequence. For example, the
assumption that experiences are recorded sequentially like
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Fig. 12.  An example of multiple sequences matching using our algorithm
across the three sequences of the Garden Point Walking dataset, along
with matching output from SeqSLAM and ABLE-M. Best local match
from each reference sequence has been shown along with the value of the
corresponding displacement parameter k. Match from reference sequence
Day-right represents best global match.
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Fig. 13. Precision-recall curves comparing the performance of our
algorithm using different features on the Garden Point Walking dataset.
In (a), Day-right sequence is used for testing vs Day-left and Night-right
as references. Day-left sequence is used for testing vs Night-right and Day-
right as references in (b).

in [4], [18] simplifies the problem to sequence to sequence
matching. This assumption is natural since a new visual
experience is recorded for the same place every time the
vehicle visits the route again. The newly recorded experience
is applied as input to the alignment algorithm to connect it
with the previously available experiences. When only one
previous experience is available, the matching is done as
one sequence to one sequence. The value of k.., is selected
equal to half the length of the shorter experience. Then, a
rough estimate of the value of k,,,,, can be obtained and used
when more experiences are available. However, choosing an
appropriate value of k4, is beyond the scope of the current
work, and we plan to explore it in future work.

Although is this paper we make us of HOG features
for image matching, the proposed framework can also be
used with other discriminating features. In Fig 13, we use
precision-recall curves to show a comparison between HOG
features and features extracted from the last layer of different
deep residual networks [38] which are pretrained on the
ImageNet dataset [46]. Although the features are different,
we use the same similarity measure for computing matching
costs, as described in Section III-A. We show this for two
settings of the Garden Point Walking dataset, which are

TABLE II
COMPARISON OF PROCESSING TIMES FOR THE IMAGE MATCHING
STAGES OF SEQSLAM, ABLE-M AND OUR METHOD.

No. of No. of
reference images to SeqSLAM A]TJ'I‘E- Ours
sequences match
1 400 .09s .01s 37s
2 600 N/A N/A .64s

present in Figs 11(a,c) as well. As can be gleaned from the
figures, the deep features significantly outperform HOG. It
is interesting to note here that our method, with Resnet-101
features in Fig 13(a), performs equally well at higher recall
rates and slightly better at lower recall rates than ABLE-
M under the same setting in Fig 11(a). This clearly shows
that our method provides a generic framework for matching
across multiple sequences, with the flexibility of task specific
features and similarity metric holding the potential for further
improvement in results. However, exploring such features
and metric is not the focus of this work, and we plan to
explore it in future work.

The tolerance in speed is directly reflected in the value
of kpar. Even though the algorithm does not explicitly
consider the sequential nature of the route, it is globally
considered since the best match of the frame x; is always
assumed to be in the range [y; — kmax, Yi + Kmaz). We have
provided detailed analysis on how the value of k,,,, affects
the performance of our algorithm for difference in speed or
sync. Besides accuracy in performance, value of k,,,, also
affects the efficiency of our algorithm. This is because in
deciding the number of frames to be considered for matching,
kmae provides the number of nodes in the 3D flow network.

Even when considering multiple reference sequences for
matching, our algorithm is reasonably fast. In Table II,
we present the processing times for image matching for
different methods corresponding to the results in Section V-
D. For a fair comparison, we show processing time of
our algorithm when both one and two reference sequences
are used. We note here that our algorithm has a higher
processing time than both SeqSLAM and ABLE-M as shown
in Table II. However, this is acceptable since the alignment
is not assumed to be a real time process. Image matching in
SeqSLAM and ABLE-M is equivalent to finding the min-cut
surface in our case, and therefore, the processing time shown
in Table II does not include the time required for maximum
flow computation. However, even after including maximum
flow computation part, our algorithm takes .67s and 1.38s for
the case with one and two reference sequences respectively,
which is reasonable. In tests, we use a standard 2.7 GHz
Intel Core i7 PC.

Given the fact that ABLE-M outperforms our method in
Fig 11(a) and is much faster as shown in Table II, one could
argue that a better solution would be to run ABLE-M on
all available sequences and choose the best results. But, we
would like to point out here that we get equally good results
by changing the features used for matching in Fig 13(a),



and thus argue that it’s rather a matter of choosing the right
features and metric for matching. Besides, the focus of this
paper is not to outperform state of the art methods for visual
localization, but to provide a generic framework for multiple
image sequence alignment.

VI. CONCLUSIONS

An algorithm that connects visual experiences using mul-
tiple image sequence matching is presented in this paper. The
matching process is represented as a 3D maximum network
flow problem. Our algorithm also presents an innovative way
of checking sequential nature of matches not only within the
same reference sequence but also between different reference
sequences, with the help of the 6-connected edge structure
of the flow network. We demonstrate the effectiveness of
the algorithm via application to visual localization. The
performance of our algorithm along with analysis of its most
important features has been shown by testing over some of
the most challenging available datasets. Some of them show
changes over the day or even the seasons, while others show
changes along the day and night with pose change, i.e. right
and left angle of view.

The performance is evaluated using the precision-recall
curves. The results show a high precision over a wide range
of recall values. Furthermore, we are able to show how
our multiple image sequence matching algorithm performs
favorably against SeqSLAM and ABLE-M.
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